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Abstract. We perform a systematic analytical study of finite-size effects in separable recurrent
neural network models with sequential dynamics, away from saturation. We find two types of
finite-size effects: thermal fluctuations, and disorder-induced ‘frozen’ corrections to the mean-
field laws. The finite-size effects are described by equations that correspond to a time-dependent
Ornstein–Uhlenbeck process. We show how the theory can be used to understand and quantify
various finite-size phenomena in recurrent neural networks, with and without detailed balance.

1. Introduction

Infinite-range spin models of recurrent neural networks, with information stored in the
values of the interaction strengths of pairs of spins, have been studied intensively with
statistical mechanical tools following [1, 2]. The first wave of such studies involved
mainly equilibrium analyses, and was consequently restricted to models obeying detailed
balance. Away from the saturation regime (where small numbers of patterns are stored)
such models can be solved with standard mean-field techniques and display standard mean-
field behaviour. In contrast, in the saturation regime (where an extensive number of
patterns are stored) tools from spin-glass theory are required (replica theory), and non-
trivial phases occur. The second wave of studies employed tools from non-equilibrium
statistical mechanics. Here restriction to detailed balance models is irrelevant. However, in
view of the highly non-trivial nature of the glassy non-ergodic dynamics of models close
to saturation, most dynamical studies have been restricted to recurrent neural networks
with only small numbers of patterns stored. For an overview of the relevant literature see
textbooks such as [3] or reviews such as [4].

Despite the fact that finite-size effects have been reported regularly in literature, and
that they are known to persist even for system sizes up toN ≈ 105 [5], it appears that
systematic studies of finite-size effects in recurrent networks which go beyond pilot studies
such as [6] have not yet been performed. The purpose of this paper is to carry out a
comprehensive analysis of finite-size effects (in first non-trivial order in the system size) for
a reasonably general class of recurrent neural network models, where the interaction matrix
has a separable structure. This class contains detailed balance models, as well as models
without detailed balance. Away from saturation, finite-size effects in these systems take the
form of mainly thermal fluctuations of orderO(N−1/2) around mean-field trajectories for
dynamical order parameters, as well as disorder-induced ‘frozen’ corrections to the mean-
field laws. Close to saturation even theN →∞ dynamics cannot be solved in explicit form

0305-4470/98/316615+20$19.50c© 1998 IOP Publishing Ltd 6615



6616 A Castellanos et al

(describing transients is found to necessitate approximations in all of the present approaches;
in the path integral formalism [7, 8] as well as in dynamical replica theory [9]). Therefore
in the latter regime the development of a finite-size theory would be premature.

We study the evolution of finite recurrent neural network models away from saturation
and with Glauber-type (stochastic) neuronal dynamics. We expand the Kramers–Moyal
expansion for the system’s natural dynamic order parameters on finite timescales, and
calculate the statistical properties of finite-size effects to first non trivial order in 1/N .
The finite-size effects turn out to be governed by a time-dependent Ornstein–Uhlenbeck
process. Our theory is used to analyse the dependence of finite-size effects on detailed
balance, scaling properties of fluctuations close to phase boundaries, and escape processes
in critical models which are driven purely by finite size effects. Comparison with extensive
numerical simulations confirms the theoretical predictions in all cases.

2. Derivation of macroscopic laws

2.1. Model definitions and simple relations

We consider a system composed of a large, but finite, numberN of interconnected neurons,
modelled as Ising spinsσi ∈ {−1, 1}. The vectorσ(t) = (σ1(t), . . . , σN(t)) defines the
state of the system at timet . The dynamics of the system is defined by a master equation
for the microscopic probability distributionpt(σ):

d

dt
pt (σ) =

∑
i

{wi(Fiσ)pt (Fiσ)− wi(σ)pt (σ)} (1)

wi(σ) = 1
2[1− σi tanh(βhi(σ))] (2)

wherewi(t) defines the rate of the single-spin transitionsσi(t) → −σi(t), β = T −1 (the
inverse temperature) controls the stochasticity in the dynamics, andFi is an operator that
flips the ith spin, i.e.Fif (σ1, . . . , σN) = f (σ1, . . . ,−σi, . . . , σN). The local fieldhi(σ) is
given by the usual linear expression

hi(σ) =
∑
j

Jij σj + θi (3)

whereJij is the strength of the synaptic connection from neuronj to neuroni, andθi is
a response threshold. The interactionsJij are assumed to result from a learning process
involving a finite numberp of randomly chosen binary patternsξµ = (ξ

µ

1 , . . . , ξ
µ

N) ∈
{−1, 1}N , with µ = 1, . . . , p. We restrict ourselves to situations where the interactions
have a separable form (see e.g. [10–12]) and introduce a parameter1 ∈ {0, 1} to control
whether or not self-interactionsJii will be allowed:

Jij = [1−1δij ] 1

N

p∑
µν=1

ξ
µ

i Aµνξ
ν
j

{
1 = 0 : Jii 6= 0

1 = 1 : Jii = 0 .
(4)

Given the process (1), (2), we can define averages over the microscopic ensemble in
the usual way, and find simple relations for the temporal derivatives of such averages:

〈f (σ)〉t ≡
∑
σ

pt(σ)f (σ)
d

dt
〈f (σ)〉t =

〈∑
i

wi(σ)[f (Fiσ)− f (σ)]
〉
t

. (5)

In particular, application tof (σ) = σk gives

d

dt
〈σk〉t = 〈tanh(βhk(σ))〉t − 〈σk〉t . (6)
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In order to make the transition to a macroscopic description of the process, we define the
usual pattern overlaps. These observables (which for finiteN take discrete values only)
measure the similarity between the state of the system and each of thep stored patterns:

m(σ) = (m1(σ), . . . , mp(σ)) mµ(σ) = 1

N

N∑
i

ξ
µ

i σi . (7)

The probability density for the macroscopic variablesm is given by:

Pt(m) ≡
∑
σ

pt(σ)δ[m−m(σ)]. (8)

We next define conditional, or subshell, averages of observablesf (σ). These are averages
over the statistical ensemble, with the microscopic probability distributionpt(σ), restricted
to those microstatesσ that obeym(σ) =m (in a distributional sense):

〈f (σ)〉m;t ≡
∑
σ pt(σ)δ[m−m(σ)]f (σ)∑

σ pt(σ)δ[m−m(σ)]
. (9)

Note that theδ-distribution in definition (9) allows us to replace all occurrences ofm(σ)
in f simply bym:

〈f [σ,m(σ)]〉m;t = 〈f [σ,m]〉m;t . (10)

2.2. The Kramers–Moyal expansion

The dynamic equation for the macroscopic variablesm(σ) can be obtained by making the
choicef (σ) = δ[m−m(σ )] in equation (5)

d

dt
Pt (m) =

∑
σ

pt(σ)
∑
i

wi(σ)

{
δ

[
m−m(σ)+ 2

N
σiξi

]
− δ[m−m(σ)]

}
.

Inside this expression we make a Taylor expansion in powers of the vector2
N
σiξi and write

the result in terms of subshell averages (9):

d

dt
Pt (m) =

∑
`>1

1

`!

p∑
µ1=1

· · ·
p∑

µ`=1

∂`

∂mµ1 · · · ∂mµ`
{Pt(m)F (`)µ1,...,µ`

[m; t ]} (11)

F (`)µ1,...,µ`
[m; t ] =

〈∑
i

wi(σ)

[
2

N
σiξ

µ1
i

]
· · ·
[

2

N
σiξ

µ`
i

] 〉
m;t
= O(N1−`). (12)

This is the so-called Kramers–Moyal expansion, applied to the present class of models.
Since equation (11) cannot be solved exactly, we follow the standard procedure for

‘large systems’ (see e.g. [13]), and expand (11) in powers of 1/N . By keeping only the
two leading orders, we obtain, at least on finite timescales (i.e. on times not scaling with
the system sizeN ), theN →∞ (mean-field) equations plus the leading-order contribution
due to the finite-size effects†:

d

dt
Pt (m) =

p∑
µ=1

∂

∂mµ
{Pt(m)F (1)µ [m; t ]} + 1

2

p∑
µν=1

∂2

∂mµ∂mν
{Pt(m)F (2)µν [m; t ]} +O(N−2).

(13)

† Note that due to Pawula’s theorem [14] we have but three options: (1) to retain only theO(N0) terms of (11),
(describing the infinite system), (2) to include in addition theO(N−1) terms, or (3) to keep all remaining orders
in N . Retaining a finite number of terms, until and including orderN−n with n > 1 would generate solutions
Pt (m) which violate the obvious condition that they be positive definite (i.e. represent probability densities).
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Upon insertion of the transition rateswi(σ) (2) and the local fields (3), written in terms of
the overlaps (7), we can work out explicitly and simplify (with e.g. (10)) the various terms,
giving

F (1)µ [m; t ] = mµ − 1

N

∑
i

ξ
µ

i tanhβ[ξi ·Am+ θi ]

+β1
N2

∑
i

〈σi〉m;t ξµi (ξi ·Aξi )[1− tanh2 β[ξi ·Am+ θi ]] +O(N−2). (14)

Similarly:

1

2
F (2)µν [m; t ] = 1

N2

∑
i

ξ
µ

i ξ
ν
i [1− 〈σi〉m;t tanhβ(ξi ·Am+ θi)] +O(N−2). (15)

In the limit N →∞ equation (13) reduces to a Liouville equation:

d

dt
Pt (m) =

p∑
µ=1

∂

∂mµ
{Pt(m)[mµ − 〈ξµ tanhβ[ξ ·Am+ θ ]〉ξ,θ ]}

with the deterministic solution

Pt(m) = δ[m−m∗(t)] d

dt
m∗(t) = 〈ξ tanhβ[ξ ·Am∗(t)+ θ ]〉ξ,θ −m∗(t) (16)

where we defined

〈g[ξ, θ ]〉ξ,θ = lim
N→∞

1

N

∑
i

g[ξi , θi ] ξ = (ξ1, . . . , ξp)

with ξi = (ξ1
i , . . . , ξ

p

i ).

3. Description via rescaled variables

3.1. Derivation of Fokker–Planck equation

The stochastic vectorm(σ) can apparently be written as the sum of a deterministic term
m∗(t) and a fluctuating term, with the latter vanishing forN → ∞. Since for mean-
field models the overlaps can be seen as an average overN independent random variables,
one would expect, from the central limit theorem, the fluctuating term to scale asN−

1
2 .

Therefore we define a new stochastic variableq(σ):

q(σ) =
√
N [m(σ)−m∗(t)] Pt (q) =

∫
dmPt(m)δ[q −

√
N [m−m∗(t)]] (17)

in whichm∗(t) is the solution of the deterministic equation (16). Working out the temporal
derivative ofPt (q), with the help of the macroscopic equation (13), and taking theN →∞
limit, leads to a convenient description of the leadingO(N− 1

2 ) finite-size effects in terms
of a Fokker–Planck equation for the rescaled variablesq:

m(σ(t)) =m∗(t)+ 1√
N
q(t)+O

(
1

N

)
d

dt
Pt (q) =

∑
µ

∂

∂qµ
{Pt (q)Fµ[q; t ]} +

∑
µν

∂2

∂qµ∂qν
{Pt (q)Dµν [q; t ]} (18)
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in which the flow term is given by

Fµ[q; t ] = qµ − β〈ξµ(ξ ·Aq)[1− tanh2 β[ξ ·Am∗(t)+ θ ]] 〉ξ,θ
+ lim
N→∞

√
N

{
〈ξµ tanhβ[ξ ·Am∗(t)+ θ ]〉ξ,θ

− 1

N

∑
i

ξ
µ

i tanhβ[ξi ·Am∗(t)+ θi ]
}

where we used (14), (16) and (17). The last term inFµ[q; t ] describes a ‘frozen’ finite-
size correction to the flow field, depending on the microscopic realization of the pattern
components. Similarly, we can work out the diffusion matrix:

Dµν [q; t ] = lim
N→∞

1

N

∑
i

ξ
µ

i ξ
ν
i [1− 〈σi〉m∗(t);t tanhβ[ξi ·Am∗(t)+ θi ]] (19)

where we have used〈σi〉m,t = 〈σi〉m∗(t);t +O(N− 1
2 ). According to (6) we may also use

〈σi〉m∗(t);t = σi(0)e−t +
∫ t

0
ds es−t tanhβ[ξi ·Am∗(s)+ θi ] +O

(
1√
N

)
. (20)

We conclude that the diffusion matrix does not depend onq:

Dµν(t) = 〈ξµξν〉ξ,θ − e−t lim
N→∞

1

N

∑
i

ξ
µ

i ξ
ν
i σi(0) tanhβ[ξi ·Am∗(t)+ θi ]

−
∫ t

0
ds es−t 〈ξµξν tanhβ[ξ ·Am∗(s)+ θ ] tanhβ[ξ ·Am∗(t)+ θ ]〉ξ,θ . (21)

The fact that the above limits exist and give a non-trivial flow term and diffusion matrix
for (18) is thea posteriori justification of the ansatz (17).

We finally have to specify the pattern and threshold statistics in order to analyse
the Fokker–Planck equation (18). We choose independently drawn pattern components
ξ
µ

i ∈ {−1, 1} (with equal probabilities) and independently drawn neural thresholdsθi (with
probability distributionW(θ)):

〈g[ξ, θ ]〉ξ,θ = 2−p
∑

ξ∈{−1,1}p

∫
dθ W(θ)g[ξ, θ ] (22)

which gives convenient relations such as

〈f (ξ)g(θ)〉ξ,θ = 2−p
∑

ξ∈{−1,1}p
f (ξ)

∫
dθ W(θ)g(θ) 〈ξµ〉ξ,θ = 0 〈ξµξν〉ξ,θ = δµν.

The flow termF [q; t ] in (18) can be written as the sum of two contributions; the first
(K) depends on the specific microscopic realization of the pattern components, whereas
the second (with the matrixL) depends only on the probability distribution of the pattern
components:

Fµ[q; t ] = Kµ(t)+
∑
ν

Lµν(t)qν (23)

Kµ(t) = lim
N→∞

√
N

{
〈ξµ tanhβ[ξ ·Am∗(t)+ θ ]〉ξ,θ − 1

N

∑
i

ξ
µ

i tanhβ[ξi ·Am∗(t)+ θi ]
}

(24)

Lµν(t) = δµν − β
∑
λ

〈ξµξλ[1− tanh2 β[ξ ·Am∗(t)+ θ ]] 〉ξ,θAλν. (25)
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The diffusion matrix in (18) is symmetric, and can be simplified to

Dµν(t) = δµν − e−t lim
N→∞

1

N

∑
i

ξ
µ

i ξ
ν
i σi(0) tanhβ[ξi ·Am∗(t)+ θi ]

−
∫ t

0
ds es−t 〈ξµξν tanhβ[ξ ·Am∗(s)+ θ ] tanhβ[ξ ·Am∗(t)+ θ ]〉ξ,θ . (26)

Equation (18), with its flow term (23) which is linear in the rescaled fluctuation variables
q and with its q-independent diffusion matrix (26), is called the ‘linear noise’ Fokker–
Planck equation; it describes a so-called time-dependent Ornstein–Uhlenbeck process (see
e.g. [15]).

3.2. General solution

The natural solution of the Ornstein–Uhlenbeck process (18) is a Gaussian distribution:

Pt (q) = 1

(2π)p/2
√

detΞ(t)
exp{− 1

2[q − 〈q〉t ] ·Ξ−1(t)[q − 〈q〉t ]}. (27)

It is fully characterized in the usual way by the time-dependent average〈q〉t and the time-
dependent correlation matrix

4µν(t) = 〈qµqν〉t − 〈qµ〉t 〈qν〉t . (28)

Here we denote averages over the distribution (27) as〈f (q)〉t =
∫

dqPt (q)f (q). Insertion
of equation (27) as an ansatz into the Fokker–Planck equation (18) gives the following three
necessary and sufficient conditions for (27) to be a solution:

d

dt
〈q〉t = −L(t)〈q〉t −K(t) (29)

d

dt
Ξ(t) = −L(t)Ξ(t)−Ξ(t)L†(t)+ 2D(t) (30)

d

dt
log detΞ(t)+ 2 Tr[L−DΞ−1] = 0 (31)

with the (symmetric) diffusion matrix (26). Equations (29) and (30) define the evolution in
time of the moments of the distribution (27). Equation (31) is then solved automatically,
which can be seen by combining the Wronski identityd

dt log detB = Tr[B−1 d
dtB] with

equation (30).
Since the differential equations (29) and (30) are linear, they can be solved using standard

procedures (see e.g. [13, 15]). One defines the propagatorG(t) as the (matrix) solution of

d

dt
G(t) = −L(t)G(t) G(0) = I or G(t) = I −

∫ t

0
ds L(s)G(s) (32)

in which I denotes the unit matrix. This allows us to express the solution of (29) and (30)
in the following compact way:

〈q〉t = G(t)〈q〉0−G(t)
∫ t

0
dsG−1(s)K(s) (33)

Ξ(t) = G(t)Ξ(0)G†(t)+ 2G(t)
∫ t

0
dsG−1(s)D(s)[G†(s)]−1G†(t) (34)

(as can be verified by insertion). Note, however, that calculating the propagator (32) can
still be non-trivial.
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3.3. Stationary states and detailed balance

For large timest → ∞ the dependence of (26) on the microscopic initial conditions
vanishes. Furthermore, for macroscopic stationary states, i.e.m∗(t) = m∗ for all t , with
m∗ given by the solution of the macroscopic fixed-point equation

m∗ = 〈ξ tanhβ[ξ ·Am∗ + θ ]〉ξ,θ (35)

we can in addition perform the time integration in (26). All flow and diffusion terms in the
Fokker–Planck equation (18) become independent of time, the convection matrix (25) can
be expressed in terms of the diffusion matrix as

L = I − βDA (36)

and our process (18) reduces to a time-independent Ornstein–Uhlenbeck process,
characterized by

F [q] =K + [I − βDA]q Dµν = δµν − 〈ξµξν tanh2 β[ξ ·Am∗ + θ ]〉ξ,θ
K = lim

N→∞
√
N

{
〈ξ tanhβ[ξ ·Am∗ + θ ]〉ξ,θ − 1

N

∑
i

ξi tanhβ[ξi ·Am∗ + θi ]
}
.

Since the matrixL (36) is stationary, the propagator (32) reduces toG(t) = exp[−tL].
Whether or not a macroscopic stationary statem∗(t) =m∗ will be reached will depend on
the choice made for the matrixA.

A sufficient condition for asymptotic stationarity is (microscopic) detailed balance,
which states that, in addition to stationarity of the probability distributionpt(σ), there is no
net probability current between any two configurationsσ andσ′. For the models studied
in this paper this translates into symmetry of the matrixA and absence of self-interactions,
i.e.1 = 1 (apart from pathological exceptions, such as systems with self-interactions only).
See, e.g. [16, 17]. Note, however, that our equations (16), (18) show that presence or
absence of self-interactions does not yet play a role in the first two leading orders in the
system size. We will now inspect the conditions for the Fokker–Planck equation (18) to
have a stationary solution, and show that for this solution to obey detailed balance (i.e. for
there to be no net probability current inq-space) we must again require symmetry of the
matrixA. Equation (18) can be written as a continuity equation for the probability density
Pt(q):

d

dt
Pt (q)+∇ · Jt (q) = 0

with ∇ = ( ∂
∂q1
, . . . , ∂

∂qp
) and with, in the case of macroscopic stationarity,

Jt (q) = Pt(q){DΞ−1(q − 〈q〉t )−K −Lq}. (37)

From (29) and (30) we deduce that for (33) to be a stationary solution, i.e.d
dt 〈q〉 = 0 and

d
dtΞ = 0, we must require

〈q〉 = −L−1K 1
2{LΞ+ (LΞ)†} =D. (38)

For such stationary states the probability current (37) reduces to

J(q) = P(q)[DΞ−1−L](q +L−1K). (39)

We conclude that detailed balance, i.e. a vanishing current, requires in addition to (38) that

LΞ =D. (40)
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Combination of (38) and (40) leads to the conditionDL† = LD, which, with identity (36),
translates intoDA†D = DAD. We now use the symmetry and non-negativity of the
stationary diffusion matrixD, i.e. x ·Dx = 〈(x · ξ)2[1 − tanh2 β[ξ ·Am∗ + θ ]] 〉ξ,θ > 0
(with x ·Dx = 0 only forx = 0). We denote with{|n〉} the orthogonal basis of normalized
eigenvectors ofD, and with{dn} the corresponding (positive) eigenvalues. This allows us
to derive fromDA†D =DAD that∀n,m : dndm〈n|[A† −A]|m〉 = 0. This implies that
A = A†, which thus is found to be not only a sufficient condition, but also a necessary
condition for a stationary solution of equation (18) to obey detailed balance.

4. Application to associative memories

Our first application is an associative memory model, which generalizes the standard
model of [1] by allowing for patterns to be stored with different embedding strengths:
Jij = 1

N
[1 − 1δij ]

∑
µ wµξ

µ

i ξ
µ

j (with 0 < wµ 6 1 for all µ). This model, due to [18],
corresponds to the choiceAµν = wµδµν in the language of (4), and thus obeys detailed
balance. For simplicity we choose zero thresholds, i.e.W(θ) = δ(θ). We will only study
finite size corrections to the so-called ‘pure states’, wherem∗(t) = m(t)δλµ, which are
the most important macroscopic solutions from both a thermodynamic and an information
processing point of view. Without loss of generality we can choosem(0) > 0 andλ = 1
(as long as we refrain from ordering the embedding strengths with respect to magnitude),
so

m∗µ(t) = m∗(t)δµ,1
d

dt
m∗(t) = tanhβ[w1m

∗(t)] −m∗(t). (41)

The above mean-field equation (41) will always evolve towards a fixed point, given by the
solution ofm∗ = tanhβ[w1m

∗]. Above the critical temperatureTc = w1 the macroscopic
fixed point is paramagnetic, i.e.m∗ = 0, belowTc one finds an ordered state, i.e.m∗ > 0,
which represents retrieval of pattern one. Both fixed points, however, need not be stable
against perturbations in the direction of non-nominated patterns [18]. We have to define
initial conditions that will generate a pure macroscopic state, for which we choose

p0(σ) =
∏
i

{ 12[1+m(0)]δσi ,ξ1
i
+ 1

2[1−m(0)]δσi ,−ξ1
i
}. (42)

This indeed givesm∗µ(0) = m(0)δµ,1, as it should.

4.1. Statistics of finite-size effects

The restriction to ‘pure’ macroscopic states simplifies our finite size analysis considerably.
The relevant objects in the Fokker–Planck equation (18) become

K(t) = K(t)R Lµν(t) = `µ(t)δµν D(t) = D(t)I
with the scalar functions

K(t) = − tanhβ[w1m
∗(t)] `µ(t) = 1− βwµ[1− tanh2 β[w1m

∗(t)]] (43)

D(t) = 1− tanhβ[w1m
∗(t)]

{
e−tm(0)+

∫ t

0
ds es−t tanhβ[w1m

∗(s)]
}

(44)

and with the (stationary) vectorR, defined as

R1 = 0 Rµ>1 = lim
N→∞

1√
N

∑
i

ξ
µ

i ξ
1
i . (45)
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The propagator (32) now becomes trivial:

Gµν(t) = δµνe−
∫ t

0 ds `µ(s). (46)

This will enable us to calculate the moments of the distributionPt (q) at any time explicitly.
Since (42) describes statistically independent initial componentsσi , the initial distribution
P0(q) is Gaussian. From (42) it follows that〈q〉0 = m(0)R andΞ(0) = [1−m2(0)]I. The
moments at any timet > 0 then follow from (33), (34):

〈qµ〉t = Rµ
{
m(0)e−

∫ t
0 ds `µ(s) +

∫ t

0
ds e−

∫ t
s

du `µ(u) tanhβ[w1m
∗(s)]

}
(47)

4µν(t) = δµν4µ(t) 4µ(t) = [1−m2(0)]e−2
∫ t

0 ds `µ(s) + 2
∫ t

0
ds e−2

∫ t
s

ds `µ(s)D(s). (48)

This gives the full distribution

Pt (q) =
[∏

µ

[2π4µ(t)]

]− 1
2

e−
1
2

∑
µ[qµ−〈qµ〉t ]2/4µ(t) (49)

which describes uncoupled fluctuations, together with ‘frozen’ finite size corrections to
the overlaps corresponding to uncondensed patterns. The above results obviously break
down when the propagator develops runaway solutions, which is likely to happen at phase
transitions.

4.2. Near the ordering transition

We will inspect the behaviour of the finite-size effects in stationary states close to the phase
transition separating the paramagnetic from the ordered state. For stationary states, where
m∗(t) = m∗ for all t > 0 (with m∗ given by the solution ofm∗ = tanhβ[w1m

∗]), we have
in the asymptotic region (i.e. fort →∞) K(t) = K, `µ(t) = `µ andD(t) = D, with

K = −m∗ `µ = 1− βwµ[1− (m∗)2] D = 1− (m∗)2.
This gives

〈qµ〉∞ = m∗Rµ
1− βwµ[1− (m∗)2]

4µ(∞) = 1− (m∗)2
1− βwµ[1− (m∗)2]

.

In the paramagnetic state, i.e.m∗ = 0, we thus find

〈qµ〉∞ = 0 4µ(∞) = T

T − wµ .

The fluctuations diverge forT ↓ Tc = maxν wν , which indeed marks the temperature where
the paramagnetic state destabilizes, in favour of a non-trivial pure state. In a non-trivial pure
state, i.e. form∗ > 0, we find that both the asymptotic average〈qµ〉∞ and the asymptotic
variance4µ(∞) for a fluctuation directionµ diverge wheǹ µ → 0. This again makes
sense: the conditioǹµ > 0 for all µ > 1 is the condition for the pure state corresponding
to pattern one to be macroscopically stable, with`µ = 0 signalling destabilization of this
pure state in favour of an alternative pure stateµ > 1 (see [18]). Expansion of the
macroscopic fixed-point equation close toTc, for that particular pure state which is the first
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to order as the temperature is lowered (i.e. we now assume maxν wν = w1 andTc = w1),
gives

0< κ = Tc − T
Tc

� 1 βw1 = 1+ κ +O(κ2) m∗ =
√

3κ +O(κ).

This allows us to expand the finite-size terms in powers of the rescaled distanceκ from the
critical temperature:

〈q1〉∞ = 0 〈qµ>1〉∞ =
√

3κRµw1

w1− wµ +O(κ)

41(∞) = 1

2κ
+O(κ0) 4µ>1(∞) = w1

w1− wµ .

The approach of the transitionT ↑ Tc is signalled by diverging fluctuations, as it should.
Finally we test some of the above predictions against numerical simulations. The

simplest model of our (symmetric) class is the one where all embedding strengths are
equal: wµ = 1 for all µ. Here we know that atT > 1 the system will be paramagnetic,
whereas atT = 1 a second-order thermodynamic transition occurs to a pure low-temperature
state. If we denote the non-negative solution of the macroscopic fixed-point equation
m∗ = tanhβ[m∗] by m(T ), with m(T > 1) = 0, we arrive at the following predictions:

µ condensed: 〈qµ〉∞ = 0 〈q2
µ〉∞ − 〈qµ〉2∞ =

T [1−m2(T )]

T − 1+m2(T )

µ uncondensed: 〈qµ〉∞R−1
µ =

Tm(T )

T − 1+m2(T )
〈q2
µ〉∞ − 〈qµ〉2∞ =

T [1−m2(T )]

T − 1+m2(T )
.

In figure 1 we show these predicted equilibrium moments as functions of temperature,
together with results from numerical simulations carried out forN = 10 000 forT 6 0.6
andN = 50 000 forT > 0.6, in systems with three stored patterns(p = 3). Each point was
obtained upon performingn = 1000 simulations (following different initializations). The
accuracy in an observation which is averaged overn trials, 〈qµ〉n, is given by the relation
〈qµ〉n→∞ = 〈qµ〉n[1±

√
4µµ/n]. If we calculate the error bars for the data in figure 1, we

find that these are negligible forT 6 0.8, that forT = 0.9 they are of the order of 5% and
that forT = 0.95 they increase to about 9%. As we can see, the agreement between theory
and computer simulations is quite satisfactory.

4.3. Zero temperature

For T → 0 (or β → ∞) the mean-field equation for the amplitude of pure states reduces
to d

dt m(t) = 1−m(t), given our conventionm(0) > 0, with solution

m(t) = m(0)e−t + 1− e−t . (50)

Sincem(t) > 0 for any time (i.e. we will always be away from theT = 0 discontinuities
atm = 0), we may deal with the non-trivial terms in our problem by using

lim
β→∞

β[1− tanh2 β[w1m(t)]] = w−1
1 lim

m→m(t)
lim
β→∞

d

dm
tanh[βw1m] = 2w−1

1 lim
m→m(t)

δ(m) = 0.

With this identity we obtain forT = 0:

K(t) = −1 `µ(t) = 1 D(t) = e−t [1−m(0)]
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Figure 1. Comparison between the theoretical predictions for the moments of the finite-
size contributions to the pattern overlaps and numerical simulations, in stationary states. (a)
Normalized averages〈q1〉 and〈qµ〉∞R−1

µ (µ > 1). (b) Variances〈q2
µ〉∞ − 〈qµ〉2∞. Full curves:

theoretical predictions. Markers: simulation results, forN = 10 000 forT 6 .6 andN = 50 000
for T > 0.6.

which, in turn, gives the simple propagatorG(t) = Ie−t and the following moments for
the finite-size corrections:

µ condensed:〈qµ〉t = 0 〈q2
µ〉t − 〈qµ〉2t = [1−m(0)]e−t {2− [1−m(0)]e−t }

µ uncondensed:〈qµ〉tR−1
µ = m(t) 〈q2

µ〉t − 〈qµ〉2t = [1−m(0)]e−t {2− [1−m(0)]e−t }
with m(t) given in (50). The ‘frozen’ correction to the mean-field laws, i.e. the term〈qµ〉t ,
increases in absolute strength as time progresses. The fluctuations, which atT = 0 have
their origin purely in the randomness of the order of the single-spin updates, decrease to zero
exponentially. In figure 2 we show these predicted zero-temperature moments as functions
of time, together with results from numerical simulations carried out forN = 5000 in a
system with three stored patterns. As it can be seen in figure 2(b), the largest standard
deviation was found att = 0, where the error bars of all〈qµ〉 (figure 2(a)) are of the
order of±0.02, which amounts to approximately 3% of the overlap of the uncondensed
patterns. The error bars decrease at larger times. So, again the agreement between theory
and computer simulations is quite satisfactory.

5. Application to non-equilibrium models

In this section we will apply our theory to non-symmetric systems, i.e.Aµν 6= Aνµ, for
which detailed balance does not hold. We will restrict ourselves to the casep = 2 and
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Figure 2. Comparison between the theoretical predictions for the moments of the finite-size
contributions to the pattern overlaps and numerical simulations, at zero temperature, as functions
of time. (a) Normalized averages〈q1〉 and〈qµ〉R−1

µ (µ > 1). (b) Variances〈q2
µ〉 − 〈qµ〉2. Full

curves: theoretical predictions. Markers: simulation results, forN = 5000.

W(θ) = δ(θ) for simplicity; extensions to larger values ofp and/or non-zero external
fields are straightforward and are not likely to generate new physics. We define an initial
microscopic distribution with statistically independent spins, in order to guarantee a Gaussian
shape forP0(q), given by

p0(σ) =
∏
i

{ 12[1−m1(0)−m2(0)] +m1(0)δσi ,ξ1
i
+m2(0)δσi ,ξ2

i
}. (51)

Obviously, we have to restrict ourselves to the physical region, defined by the two conditions
|m1(0)+m2(0)| 6 1 and|m1(0)−m2(0)| 6 1. Our definition generates the required initial
macroscopic observables, limN→∞〈mµ(σ)〉0 = mµ(0) (µ = 1, 2), and gives the following
initial moments for the finite size variables:( 〈q1〉0
〈q2〉0

)
= R

(
m2(0)
m1(0)

)
Ξ(0) =

(
1−m2(0) −2m1(0)m2(0)
−2m1(0)m2(0) 1−m2(0)

)
(52)

with m(0) = (m1(0),m2(0)) and withR = limN→∞ 1√
N

∑
i ξ

1
i ξ

2
i .

5.1. Non-equilibrium stationary states

In this section we will study the class of networks where the matrixA has the form

A =
(

1 ε

0 1

)



Finite-size effects in separable recurrent neural networks 6627

with ε > 0. These systems obey detailed balance only forε = 0. The mean-field equations,
describing the overlap evolution in theN →∞ limit, are given by

d

dt
m∗ = −m∗ + 1

2
tanhβ[m∗1 + (ε + 1)m∗2]

(
1
1

)
+ 1

2
tanhβ[m∗1 + (ε − 1)m∗2]

(
1
−1

)
.

(53)

In the low-temperature regime these equations have two types of fixed points. First, for
T < 1 one finds the two non-trivial fixed pointsm∗ = ±(m∗, 0), related only to pattern
one, wherem∗ is the positive solution ofm∗ = tanh[βm∗]. The second set of fixed points
is related to pattern two. A more detailed analysis of the space of states of the system
as a function ofε, and the behaviour of the system within the various basins of attraction
will be published elsewhere [19]. We will study the finite-size effects for the pure fixed
pointm∗ = (m∗, 0), and their dependence on the parameterε which can be interpreted as
measuring the degree of violation of detailed balance. To assess the macroscopic stability
of this pure state we study the effect of perturbations:m∗(t) = (m∗, 0) + (δ1(t), δ2(t)),
with |δ1(t)| � 1 and|δ2(t)| � 1. Linearization of the mean-field laws gives

d

dt

(
δ1

δ2

)
=
{

[β[1− (m∗)2] − 1]I + βε[1− (m∗)2]

(
0 1
0 0

)}(
δ1

δ2

)
+ · · ·

with the solution(
δ1(t)

δ2(t)

)
= e[β[1−(m∗)2]−1]t

(
δ1(0)+ βεt [1− (m∗)2]δ2(0)

δ2(0)

)
.

Therefore the pure statesm∗ = (m∗, 0) are (globally) stable if and only ifβ[1−(m∗)2]−1<
0. This condition is met by the solution ofm∗ = tanh[βm∗] as soon as it is non-zero, i.e.
for all T < 1.

For finiteN the mean-field picture will be modified by finite-size effects. In the pure
fixed pointm∗ = (m∗, 0), obtained following a pure initializationm∗(0) = (m∗(0), 0), the
stationary Ornstein–Uhlenbeck process is characterized by

L = I − β[1− (m∗)2]A D = [1− (m∗)2]I K = −m∗R
(

0
1

)
with R given by equation (45) withµ = 2. We work out the propagatorG(t) (32) by
splitting the matrixL into two commuting parts, such thatG(t) = exp[−tL] factorizes into
two separate matrix exponentiations:

G(t) = exp

{
−t [1− β[1− (m∗)2]]I + εβt [1− (m∗)2]

(
0 1
0 0

)}
= e−t [1−β[1−(m∗)2]]

[
I + εβt [1− (m∗)2]

(
0 1
0 0

)]
.

The condition for the propagator to be well behaved is identical to the condition for the
fixed point under consideration to be macroscopically stable:β[1−(m∗)2] < 1. By working
out (33) and (34) we arrive at the moments of the distributionPt (q):

〈q〉t = m∗(0)Re−tL
(

0
1

)
+m∗RL−1[I − e−tL]

(
0
1

)
Ξ(t) = e−tL

(
1−m2(0) −2m1(0)m2(0)
−2m1(0)m2(0) 1−m2(0)

)
e−tL

†

+2[1− (m∗)2]
∫ t

0
ds e(s−t)Le(s−t)L

†
.
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The limits t →∞ are given by:

〈q〉∞ = m∗R
{

[1− β[1− (m∗)2]]I − εβ[1− (m∗)2]

(
0 1
0 0

)}−1(
0
1

)
= m∗R

[1− β[1− (m∗)2]] 2

(
εβ[1− (m∗)2]

1− β[1− (m∗)2]

)
(54)

Ξ(∞) = 2[1− (m∗)2] lim
t→∞

∫ t

0
ds e2(s−t)[1−β[1−(m∗)2]]

{
I − εβ(s − t)[1− (m∗)2]

(
0 1
1 0

)
+ ε2β2(s − t)2[1− (m∗)2]2

(
1 0
0 0

)}
= H(T )

(
1+ 1

2ε
2β2H 2(T ) 1

2εβH(T )
1
2εβH(T ) 1

)
(55)

in which

H(T ) = 1− (m∗)2
1− β[1− (m∗)2]

H(0) = 0, H(1) = ∞.

Note thatH(T > 1) = T/(T − 1). Apart from inducing a non-zero stationary correction
〈q1〉∞ to the overlap with pattern one, violation of detailed balance (i.e. havingε > 0 rather
thanε = 0) leads to an increase in the fluctuations of the non-trivial overlap, and a coupling
of the fluctuations in theq1 andq2 directions, which in the case of detailed balance would
have been statistically independent.

We can appreciate most clearly the effects of the correlations in the fluctuations by
examining the curl of the probability currentJ(q) in q-space. In doing so we can use
the stationarity condition (38) for the correlation matrix, i.e.1

2[LΞ+ (LΞ)†] = D (which
allows us to putx · [D − LΞ]x = 0 for eachx ∈ R2), as well as the symmetry of both
the correlation matrixΞ and its inverse. For stationary states the probability current (37),
which must be divergence-free, reduces to

J(q) = P(q)[DΞ−1−L](q − 〈q〉∞).
Its curl is found to be

∇× J(q) = P(q){∇× [DΞ−1−L](q − 〈q〉∞)− (q − 〈q〉∞) · (Ξ−1)†

×[D −LΞ]Ξ−1(q − 〈q〉∞)}
= P(q)∇× {[DΞ−1−L](q − 〈q〉∞)}
= − εβ[1− (m∗)2] P(q).

Violation of detailed balance, due to the asymmetry of the matrixA for ε 6= 0, produces
a stationary rotational current in the space of the finite-size variablesq. The magnitude of
this current is proportional to the magnitude of the parameterε. For T < 1 the prefactor
β[1 − (m∗)2] is a monotonically increasing function of temperature, starting at zero for
T = 0 and approaching one forT → 1. The rotational current persists above the critical
temperature, where we find∇× J(q) = −εβP(q).

Finally we test the predictions (54), (55) for the moments ofP∞(q) against numerical
simulations. In figure 3 we show these predicted equilibrium moments as functions of
temperature, together with results from numerical simulations carried out forN = 50 000
and ε ∈ {0, 0.2, 0.5}. We performedn = 10 000 simulation experiments in all cases,
therefore the observation errors in the observed fluctuation average are given by one
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Figure 3. Comparison between the theoretical predictions for the first-order moments of the
finite-size contributions to the pattern overlaps and numerical simulations, in stationary states,
as functions of temperature and forε ∈ {0, 0.2, 0.5}. (a) Normalized average〈q1〉∞R−1.
(b) Normalized average〈q2〉∞R−1. Full curves: theoretical predictions. Markers: simulation
results, forN = 50 000 andn = 10 000 samples.

hundredth of the observed standard deviation times the fluctuation average. The present
non-equilibrium model is found to require larger system sizes for our fluctuation theory to
hold (i.e. neglected higher orders inN−

1
2 are more prominent) than the equilibrium models

studied in earlier sections. In addition the time required for transient effects to have died
out is longer. This explains why the agreement between theory and experiment, as observed
in figure 3, although still reasonable, is less than that observed in our previous simulations.

5.2. Escape times controlled by system size

As a final application of our finite-size theory we turn to a model which atT = 0 is exactly
critical, in the sense that the mean-field flow is such that the asymptotic valuem∗(∞) of the
overlap vector is exactlyon a regional boundary inm-space which separates qualitatively
different macroscopic flow domains:

A =
(

1 −1
1 1

)
.

As a result one finds in this particular system that the relevant escape times, which dictate
whether and when the state vector can leave a given domain, are controlled entirely by the
sizeN of the system.

At non-zero noise levels 0< T < 1 the solutions of the mean-field equations for
m∗, describing the overlap evolution in theN → ∞ limit, show evolution into a stable
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Figure 4. (a) Time evolution of the order parametersm1(t) (squares) andm2(t) (triangles). For
R < 0 the system will eventually cross them1 = 0 line and jump into the neighbouring basin of
attraction (region II). (b) In overlap space the system initially follows a straight line from any
initial state in region I towards the fixed point(0, 1), slowing down exponentially. IfR < 0,
the finite system (squares) eventually jumps to region II and the flow is redirected towards the
point (−1, 0).

limit-cycle [10]. ForT = 0 the mean-field equations reduce to

d

dt
m∗ = 1

2
sgn[m∗1]

(
1
1

)
+ 1

2
sgn[m∗2]

(−1
1

)
−m∗

giving

region I m∗1(0) > 0, m∗2(0) > 0 m∗(t) =m∗(0)e−t + (0, 1)[1− e−t ]
region II m∗1(0) < 0, m∗2(0) > 0 m∗(t) =m∗(0)e−t + (−1, 0)[1− e−t ]
region III m∗1(0) < 0, m∗2(0) < 0 m∗(t) =m∗(0)e−t + (0,−1)[1− e−t ]
region IV m∗1(0) > 0, m∗2(0) < 0 m∗(t) =m∗(0)e−t + (1, 0)[1− e−t ].

(56)

There are four qualitatively different macroscopic flow regions, separated by the two lines
m∗1 = 0 andm∗2 = 0. In all four cases the macroscopic flow is directed towards a state
which is exactlyat the regional boundary, such that the asymptotics of the system (i.e.
whether or not the state vector will escape to another region) will be determined purely by
the finite-size effects. Figure 4 illustrates the time evolution of the escape process from
region I to region II. Data obtained by simulation of a single finite system (markers) are
compared with theN → ∞ theory (continuous lines); forN → ∞ or R > 0 the system
gets trapped in region I.

Due to the overall symmetry of our models with respect to the transformation∀σ :
pt(σ)→ pt(−σ) (at least: in the absence of external fields), the properties of regions I and
III and of regions II and IV are pairwise identical. Furthermore, the properties of region II
follow from those of region I via the transformationξ1→−ξ1, and the properties of region
IV follow from those of region III via the transformationξ1 → −ξ1. This implies that
without loss of generality we can restrict our quantitative analysis to region I. We choose
T = 0 and the initial statem∗(0) = (m∗(0), 0), with 0< m∗(0) < 1 (i.e. in region I). The
relevant quantities in the Fokker–Planck equation (18) are then given by

K(t) = −
(
R

0

)
L(t) = I D(t) = e−t

(
1 −m∗(0)

−m∗(0) 1

)
with R given by equation (45) withµ = 2. We find the simple propagatorG(t) = e−tI.
Note that working out the relevant moments (33), (34) ofPt (q) for the present model,
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following the initial conditions (52), gives

〈q〉t = e−tRm∗(0)
(

0
1

)
+ [1− e−t ]R

(
1
0

)
Ξ(t) = e−2t

(
1− (m∗(0))2 0

0 1− (m∗(0))2
)
+ 2e−t [1− e−t ]

(
1 −m∗(0)

−m∗(0) 1

)
.

We want to calculate the probability that at timet the system will have escaped from region
I to region II. To this aim we first define

5t(M) = Prob[m1(σ(t)) < M] =
∑
σ

pt(σ)θ [M −m1(σ)]. (57)

Note that in both regions I and II we havem2(σ) > 0 (in fact the escape process I→II
happens close tom2(σ) = 1). The time derivative of5t(M) follows from (5), which for
T = 0 reduces to

d

dt
5t (M) =

〈{
M − 1

N

∑
i

sgn[M −m2(σ)+ ξ1
i ξ

2
i [M +m2(σ)]]

}
δ[M −m1(σ)]

〉
t

+O(N−1)

=
〈{
M + θ [−M] − R√

N
θ [M]

}
δ[M −m1(σ)]

〉
t

+O(N−1)

with the usual definitionR = 1√
N

∑
i ξ

1
i ξ

2
i . It follows that d

dt 5t (M) is discontinuous at
M = 0:

lim
M→0+

d

dt
5t (M) = − R√

N
〈δ[m1(σ )]〉t +O(N−1)

lim
M→0−

d

dt
5t (M) = 〈δ[m1(σ )]〉t +O(N−1).

The escape process requires times sufficiently large to allow finite-size effects to come into
play, i.e. e−t = O(N− 1

2 ). We are thus led to the introduction of the new time variable†:
γ = et /

√
N . For such times the average〈δ[m1(σ )]〉t can be written as

〈δ[m1(σ )]〉t =
∫

dqPt (q)δ[m∗(0)e−t + 1√
N
q1+O(N−1)]

=
√
N√

2π411
e−

1
2 [〈q1〉t+ m∗(0)

γ
+O(N− 1

2 )]2/411(t).

In terms of the new time variable we write5t(M) = Pγ (M); using d
dt = γ d

dγ we then
arrive at

lim
M→0+

d

dγ
Pγ (M) = − R

γ
√

2π411
e−

1
2 [〈q1〉t+ m∗(0)

γ
+O(N− 1

2 )]2/411(t) +O(N−1)

lim
M→0−

d

dγ
Pγ (M) =

√
N

γ
√

2π411
e−

1
2 [〈q1〉t+ m∗(0)

γ
+O(N− 1

2 )]2/411(t) +O(N0).

† Here there could be a potential conflict with the assumptions of the theory. However, inspection shows that our
derivation of the Fokker–Planck equation as the correct description of the leading-order finite-size effects requires
limN→∞ t/

√
N = 0, which means that the theory still applies ift = O(log(N)).
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Note that on theγ timescales〈q1〉t = R +O(N− 1
2 ) and411(t) = O(N− 1

2 ). Consequently

d

dγ
Pγ (0+) = −R

γ
δ

[
R + m

∗(0)
γ

]
+O(N− 1

2 )

d

dγ
Pγ (0−) =

√
N

γ
δ

[
R + m

∗(0)
γ

]
+O(N0).

SinceP0(0±) = 0 (for we start withm∗1(0) > 0) we are led to the following predictions.
If R > 0 the state vector never escapes region I; ifR < 0, on the other hand, the state vector
will ultimately escape. Once past the regional boundary, the state vector cannot return due
to the boost described byPγ (0−). Integration overγ gives the explicit form

Pγ (0
+) = −R

∫ ∞
m∗(0)/γ

dz

z
δ[R + z] +O(N− 1

2 )

= θ [−R] θ

[
γ − m

∗(0)
|R|

]
+O(N− 1

2 ).

So, providedR < 0, the state vector leaves region I precisely whenγ = m∗(0)/|R|.
Translation back into the original time variable gives the following escape time:

tesc= 1

2
logN + log

[
m∗(0)
|R|

]
+O

(
1√
N

)
. (58)

If we use the simple transformations that relate the properties of the four regions, we arrive
at the following picture. IfR < 0 the system will be able to make the transitions I→ II
and III → IV, but never the transitions II→ III or IV → I. For R > 0, on the other
hand, the transitions II→ III and IV→ I will be observed, but never the transitions I→ II
or III → IV. When R = 0, the case where the two patterns are orthogonal in the first
two leading orders inN , the escape properties will be controlled by theO(N−1) finite size
effects.

Finally we compare the prediction (58) for the escape time with the results of numerical
simulations. Figure 5 shows the average escape time as a function of log[m∗(0)/|R|], where
the broken curve corresponds to the order of magnitude of neglected orders (±1/

√
N ). The

agreement between theory and computer simulations is quite satisfactory.

6. Discussion

We have performed a systematic study of finite-size effects in separable recurrent neural
network models away from saturation. Since our approach is based on analysis of
the dynamics, our results apply to models with detailed balance (i.e. with symmetric
synaptic interactions) and to models without detailed balance (with non-symmetric synaptic
interactions). In leading order in the system size (N−

1
2 ) the finite-size effects turn out to

be governed by a time-dependent Ornstein–Uhlenbeck process, and their time-dependent
probability density can be calculated in explicit form. The leading-order finite-size effects
are found to come in two distinct forms: they show up as ‘frozen’ corrections to the mean
field laws (dependent on the details of the correlations between the randomly drawn stored
patterns) and as fluctuations, which have their origin in thermal noise in the local field
alignment as well as the randomness in the selection of the neuron to be updated.

We use our theory to work out several specific but characteristic examples, including
symmetric attractor neural network models, used as associative memories, and non-
equilibrium models (with non-symmetric interactions). For detailed balance models
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Figure 5. Comparison between the theoretical prediction (58) for the escape time from the initial
region and numerical simulations forn = 10 000 systems in each case. Full curves: leading
two orders according to the theory. Broken curves: indication of the potential magnitude of

subsequent (neglected) orders(±N− 1
2 ). Markers: simulation results.

we quantify within our fluctuation theory the familiar features of equilibrium statistical
mechanics, e.g. diverging fluctuations near phase transitions and absent probability currents
in the stationary state. For non-equilibrium models, in contrast, we find persistent rotational
currents in the stationary state. One of our non-equilibrium examples involves the
calculation of escape times which are purely controlled by finite-size effects, which is a
nice example of a problem where the finite-size effects are significantly more than simply
a correction to the corresponding result for an infinite system. More extensive applications
will be published in [20]. Comparison with extensive numerical simulations confirms the
theoretical predictions in all cases.
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